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Abstract

We consider two-person zero-sum stochastic games with perfect infor-
mation and, for each k € Z,, introduce a new payoff function, called the
k-total reward. For k = 0 and 1 they are the so called mean and total
rewards, respectively. For all k, we prove solvability of the considered
games in pure stationary strategies, and show that the uniformly optimal
strategies for the discounted mean payoff (discounted 0-reward) function
are also uniformly optimal for k-total rewards if the discount factor is
close enough (depending on k) to 1. We also demonstrate that the k-total
reward games form a proper subset of the (k 4 1)-total reward games for
each k. In particular, all these classes contain mean-payoff games. This
observation implies that, in the non-zero-sum case, Nash-solvability fails
for all k.

Keywords: stochastic game with perfect information, two person,
zero sum, mean payoff, total payoff

1 Introduction

We consider two person zero sum stochastic games with perfect informa-
tion and, for each positive integer k we define an effective payoff func-
tion, called the k-total reward, generalizing the classical mean payoff's [3]
(k =0), as well as total rewards [15, 16] (k = 1).

In this paper, we restrict ourselves by two person zero sum games, and
the solution concept is Nash equilibrium, which is just a saddle point in
the considered case.

We also restrict ourselves (and the players) to pure stationary strate-
gies and deterministic states. Respectively, we call the considered family
of games k-total reward BW-games, where B and W stand for the two
players, BLACK the minimizer and WHITE the maximizer.

We denote by R the set of reals, by Z the set of integers, and by Z the
set of nonnegative integers. For a subset S C Z, let R® denote the set of
vectors indexed by the elements of S. We define S = S(R) = R%+\{% a5
the set of infinite integral sequences with elements not larger in absolute
value than R, and for a € S we write a = (a1, a2,...). For n € Z; \ {0}
we define [n] = {1,2, ...,n} and write simply R instead of R

To describe BW-games, let us consider a directed graph (digraph)
G = (V, E), whose vertices (positions or states) are partitioned into two
sets V. = BUW, a fixed initial state vo € V, a real-valued function
r: E — Z assigning an integer weights to the arcs (moves), and a mapping
m: S — R. We call the tuple (G,B,W) a BW game form and r its
local rewards, while the tuple (G, B, W,r,x) is called a BW game and 7
is its effective reward (or payoff function). Two players, BLACK (the
minimizer) and WHITE (the maximizer) control the positions of B and
W, respectively. The game is played by starting at time ¢ = 0 in the initial
node sp = vo. In a general step, in time ¢, we are at node s € V. The
player who controls s; chooses an outgoing arc e;+1 = (s¢,v) € E, and
the game moves to node s¢+1 = v. We assume, in fact without any loss of
generality, that every vertex in G has an outgoing arc. (Indeed, if not, one
can add loops to the corresponding vertices). We assume that an initial



vertex vg is fixed. However, when we talk about solving a BW-game, we
consider (separately) all possible initial vertices.

In the course of this game players generate an infinite sequence of
edges p = (e1, €2, ...) (a play) and the corresponding real sequence r(p) =
(r(e1),r(ez2),...) € S of local rewards. At the end (after infinitely many
steps) BLACK pays WHITE 7(r(p)) amount. Naturally, WHITE’s aim
is to create a play which maximizes this payoff, while BLACK tries to
minimize it. (Let us note that the local reward function r : E — R
may have negative values, and «(r(p)) maybe negative too, in which case
WHITE has to pay BLACK.)

In this paper, we restrict ourselves, and the players, to stationary
strategies. It means that each player chooses, in advance, a move in every
position that he/she controls and makes this move whenever the play
comes to this position. Then, the play is uniquely determined by the one
time selection of arcs and by the initial position. Such a play always looks
like a “lasso”: it consists of an initial path entering a directed cycle, which
is then repeated infinitely many times.

Thus, the effective reward is defined for very specially structured
(quasi-periodical) sequences, which have only finitely many different local
values (in fact, no more then n = |V|), and in which we repeat cyclically,
infinitely many times, the values following an initial segment.

Given two sequences, x € ZF and y € Z9, let us denote by a = (x(y))
the infinite sequence obtained by listing first the elements of x and then
repeating y cyclically, infinitely many times. Let us call such ana € S a
lasso sequence, and let us denote the set of lasso sequences that can arise
from a graph on n vertices by

P,q € Ly, ptqgs<n
X e [_Ra R]pv Yy S [_Ra R]q

where [—R, R] denotes the set of integers of absolute value not exceeding
R. Note that a BW-game with n states in stationary strategies always
produces a play p such that the corresponding rewards sequence r(p)
belongs to S, (R), where R is an upper bound on the absolute value of the
integral arc rewards. We shall simply write S, when R is not specified.

Mean payoff (undiscounted) stochastic games, introduced in [3], are
BW games (see also [12, 11, 2, 5]) with payoff function 7 = ¢:

N st
pla) = thLloIlf T ;a]—. (1)
This family of games is known to have a value (Nash equilibrium) in pure
stationary strategies [3, 9] and this value and the corresponding optimal
stationary strategies can be computed in pseudo-polynomial time [18].
Let us remark that the problem of deciding if the value of a mean payoff
BW-game is below (or above) a given threshold belongs to both NP and
co-NP ([5, 8, 18]). The exact complexity of this problem is however still
not known; the best known algorithms are either pseudo-polynomial [18]
or subexponential 1, 6, 17].



Discounted mean payoff stochastic games were in fact introduced ear-
lier in [14] and have payoff function m = ¢g:

95(a) = (1=B) > F'a,. @)

As a consequence of the classical Hardy-Littlewood tauberian theorems
[7] we have the equality

¢(a) = lim ¢g(a). 3)
B—1

Discounted games, in general, are easier to solve, due to the fact that a
standard value iteration is in fact a fast converging contraction. Hence,
they are widely used in the literature of stochastic games together with the
above limit equality. In fact, for BW-games it is known [18] that for two
sequences a, b € S(R) we have ¢g(a) < ¢g(b) if and only if ¢(a) < ¢(b)
whenever 1 — § < ﬁ.
Total reward, introduced in [15] and considered in more detail in [16],

is defined by

T i
YP(a) = liTrgiorif%ZZaj. (4)
i=1 j=1
It was shown in [16] that a total reward game is equivalent with a mean
payoff game having countably many states. The authors derive from this
that total reward games have values. Furthermore, e-optimal stationary
strategies can be constructed by solving a discounted mean payoff game
on the same graph with the same rewards using a discount factor § close
enough to 1. The proof of the latter is claimed in [16] to be analogous to
the proof in [10].

2 New Results

We extend and generalize the above results by introducing a complete
hierarchy of payoff functions.

For every ¢ € Z., we define the ¢-total effective reward, which coincide
with the mean payoff when ¢ = 0 and with the total reward when ¢ = 1.

First, we show that ¢-total reward games have uniformly optimal sta-
tionary strategy for every /.

We also prove that ¢-total reward games form a proper subset of (£+1)-
total reward games for each ¢ € Z, . In particular, mean payoff games form
a proper subset of ¢-total reward games for all ¢ € Z. This containment
and the example of [4] prove that for each £ € Z, there is a (non-zero
sum) ¢-total reward game without a Nash equilibrium.

We show that the optimal stationary strategy for an ¢-total reward
game can be computed by solving a discounted mean payoff game with
a discount factor close enough to 1. This provides us with a pseudo-
polynomial algorithm to determine the Nash equilibria of ¢-total reward



games, whenever / is fixed. We must add that the complexity depends
exponentially on ¢, in the worst case.

We also prove that 1-total reward games with nonnegative arc rewards
are polynomially solvable. This contrasts the fact that mean payoff games
with nonnegative rewards are as hard as general mean payoff games, and
that the fastest known algorithms for mean payoff BW-games are either
pseudo-polynomial [5, 13, 18] or subexponential [1, 6, 17].

Let us finally note that the 1-total reward for a play terminating in a
zero-reward loop is just the sum of the local rewards (the cost or length)
of this play, and WHITE is a maximizer, while BLACK is minimizer of
these costs. In contrast, if a play ends with a cycle then the corresponding
1-total reward is 400 (respectively, —oo) whenever the sum of the local
rewards along this cycle is positive (respectively, negative), and the 1-total
reward takes a finite value if and only if the above sum is 0.
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